Experiment:- 4

Student Name:Anshuman Singh UID: 20BCS2665
Branch: CSE Section/Group: 20BCS_WM_902/A
Semester: 5th Subject Code: 20CSP-317

Subject Name: MACHINE LEARNING LAB

Aim/Overview of the practical: Implement SVM on any data set and analyze the

accuracy with Logistic regression.

Task to be done:
Implement SVM on any data set.

Apparatus/Simulator used:

* Jupyter Notebook/Google Collab
* Python
* pandas Library

» seaborn Library
* Standard Dataset

Code and Output:
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FINAL OUTPUT:
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Learning outcomes (What I have learnt):

1. To understand Data Visualization.

2. Learn about pandas’, matplotlib and seaborn library/package of python.
3. Learn about the different methods/functions that are needed to generate different types of graphs,
charts and plots of the given dataset.

4. Leaned about regression line, KDE.



